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Abstract— The interest in autonomous robots is growing due 

to diverse usability. Autonomous robots are equipped with vari-

ous sensors for stable operation. As the sensor data increases, the 

system for sensor signal processing and actuators controlling is 

complicated. In this paper, we propose the robot-on-chip (RoC) 

which processes all functions for an autonomous robot on a single 

chip mounted on a robot. In order to realize the RoC, we designed 

an autonomous robot with a lightweight algorithm and a 

hardware-friendly architecture. We demonstrated the feasibility 

of the RoC that the robot moves successfully without bumping into 

people in a building by recognizing the environment. 
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I. INTRODUCTION 

Recently, studies on autonomous robots and self-driving 
vehicles which have an advantage that increases human con-
venience have been conducted [1]. The most important assign-
ment in implementing the autonomous driving is generating 
steering signals accurately when the vehicles or robots encounter 
people or obstacles. Existing autonomous robots and vehicles 
are equipped with sensors such as several cameras or multi-
channel LiDAR sensors with large size of data for generating the 
steering signals accurately [2]. As the size of the sensor data to 
process increases, the complexity of the sensor signal processing 
algorithm grows. Accordingly, an architecture that adopts ser-
vers to run the sensor signal processing algorithm has emerged. 
Since the stability of the robot executing the algorithm with ser-
vers increases when network latency decreases, a high perfor-
mance network such as 5G was adopted to the robot [3].  

On the one hand, researches on applying edge computing, a 
paradigm that computes data with an edge device, to the auto-
nomous driving field have been conducted [4]. Edge computing 
provides an advantage to achieve complex tasks in an efficient 
way [6]. Tesla, the leader in this field, proposed a full self-
driving chip that includes neural network accelerators, CPUs, 
and GPUs. to process camera data in real-time [5]. This chip has 
a processing speed up to 2300 frame per second with low cost 
operation compared to their previous hardware. They developed 
the stability of autonomous driving with this chip which realized 
a system-on-chip. 

In this paper, we propose a robot-on-chip (RoC) for an au-
tonomous robot. The RoC is an architecture that a single chip 
mounted on a robot computes functions about robot control such 
as sensor signal processing and actuator control. In order to 
realize the RoC, we designed a robot with a lightweight sensor 
signal processing algorithm and the hardware-friendly archi-
tecture. To the best of our knowledge, it is the first work that 
proposes the architecture of RoC. 

 
Fig. 1. Overview of the RoC 

II. SYSTEM ARCHITECTURE 

Fig. 2 shows the architecture of the proposed RoC. In order 
to implement the RoC, we designed an autonomous robot that 
consists of a single-channel LiDAR sensor which is a main sen-
sor, three ultrasonic sensors which are assistance sensors, and 
two motor drivers for actuator control. The LiDAR sensor and 
ultrasonic sensors are employed for local path planning, and two 
motor drivers are utilized for four-wheel drive. We employ a 
processor called steering MCU, which is responsible for the role 
of the steering controller to control the LiDAR sensor and to exe-
cute a sensor signal processing algorithm for local path planning. 
Moreover, another processor called motor MCU to take the role 
of the motor controller is utilized for controlling the motor dri-
vers and ultrasonic sensors. The conventional procedure that 
computes the sensor values simultaneously has to modify the en-
tire algorithm whenever additional sensors are attached. There-

 
Fig. 2. The architecture of the RoC 
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fore, by computing the values of the sensors separately, we not 
only increase the flexibility of sensor attachment, but also reduce 
the complexity of the algorithm. An operation of the robot is in 
the following order: 

Step 1: The robot receives the values of the sensors and exe-
cutes the sensor signal processing algorithm at the steering MCU 
for the LiDAR sensor, the front ultrasonic sensors, and the rear 
ultrasonic sensor respectively. 

Step 2: Three steering signals are generated for each sensor 
when the sensor signal processing algorithm is executed. Accor-
dingly, the robot generates the final steering signal by integrating 
these steering signals.  

Step 3: The final steering signal is transmitted from the 
steering MCU to the motor MCU. The robot updates local path 
according to the final steering signal. 

III. SENSOR SIGNAL PROCESSING ALGORITHM 

The sensor signal processing algorithm is implemented by 
modeling the driving procedure of person. A sensor signal pro-
cessing first operates for the LiDAR sensor. The LiDAR sensor 
outputs 630 number of distance values for 360 degrees. Since 
using all of these values for the signal processing increases the 
complexity, a pre-processing for the sensor values is essential. 
We converted 630 number of the distance values into 360 num-
ber of distance values for 0° to 360° by rounding the angles. 
When more than one distance values exist for one angle, the mi-
nimum value is set as the representative value. In this process, 
the sensor recognizes the distance value for the empty space is 
zero. Therefore, zero is set as the lowest priority when setting 
the representative value because the distance value is extracted 
incorrectly when the minimum value is set. 

Fig. 3 (a) shows the process of reducing the number of dis-
tance values to 36 by grouping the distance values with 10 de-
grees. However, this procedure has the challenge of detecting 
the obstacles in the driving route because the values of the front 
of the robot are divided into left and right. Therefore, the values 
of two degrees in the front are grouped separately as shown in 
fig. 3 (b). As a result, 630 number of the distance values are re-
duced to 37 number of distance values. The robot employs only 
23 number of distance values out of the 37 number of the dis-
tance values and the corresponding areas are shown in fig. 3 (c). 
The white areas are not employed because the robot is not affec-
ted although obstacles exist in these areas. The robot generates 
one of the nine steering signals according to the 23 number of 
the distance values of the LiDAR sensor. The nine steering sig-
nals include steering signals for basic driving as well as for st-
raight correction. 

After the steering signal for the LiDAR sensor is generated, 

the robot performs a sensor signal processing for the front ultra-

sonic sensors. The processing for the ultrasonic sensor is similar 

to the processing for the LiDAR sensor. Since the value of the 

ultrasonic sensor is unstable due to the vibration of the robot 

while driving, the ultrasonic sensor signal processing is de-

signed in a way that deals with the previous two values and the 

current value simultaneously in order to improve the stability of 

the robot. This process allows the robot to operate stably al-

though the sensor outputs an incorrect value twice out of three 

times. The robot generates one of seven steering signals for the 

distance values of the front ultrasonic sensors excluding stee-

ring signals for the straight correction because the front ultra- 

a 

 
Fig. 3. Pre-processing procedure for the LiDAR sensor

 
Fig. 4. Experimental environment 

 
sonic sensor detect the front of the robot. Finally, the robot 
performs a sensor signal processing for the rear ultrasonic sensor. 
Since the rear ultrasonic sensor detects obstacles behind the 
robot, the robot only generates one of the two steering signals. 
After generating the steering signal is completed for each sensor, 
the robot generates a final steering signal by integrating three 
steering signals. 

IV. EXPERIMENT 

Fig. 4 shows the experimental environment. We operated the 
robot in a building with obstacles and verified that the robot 
moves stably without collisions through the local path planning. 
In addition, we measured the processing time of each step of the 
robot. The signal processing time for the LiDAR sensor and the 
ultrasonic sensors was 21.6 msec 77.3 msec respectively due to 
the slow speed of the serial interface of the sensors. The overall 
processing time was measured at 99.17 msec which is a suitable 
speed for real-time processing despite the slow speed of the 
interface.  

V. CONCLUSIONS 

In this paper, we proposed the RoC which computes all 

functions for an autonomous robot on a single chip mounted on 

a robot. We implemented the autonomous robot with the light-

weight algorithm and the hardware-friendly architecture for 

realizing the RoC. Additionally, we demonstrated the feasibility 

of the RoC that the robot moves successfully without bumping 

into people in a building by recognizing the environment. 
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